“The one thing [the victorious plaintiff] Costeja did not want us to know about him is now the only thing the entire world knows about him”
Comedian John Oliver regarding the unintended consequences of Costeja’s win before the ECJ in 2014 
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INTRODUCTION
A. Introduction
Technology plays an incontrovertibly central role in contemporary judicial work and lives, both on and off the bench.  Along with tremendous benefits, it imports substantial new challenges that increasingly impact courts, litigants, and professional ethics in the broader sense. And yet, notwithstanding its growing relevance, the question of technology’s ramifications for the courts more generally and for judges themselves has thus far evaded scholarly inquiry almost entirely, leaving courts (for the most part) with little choice but to attempt to fit new technologies into outdated regimes and practices, devised for outdated tools.[footnoteRef:1] So too has it left judges perplexed regarding expected conduct, as rule makers, judicial conferences and ethics councils struggle to keep pace with innovation and technology’s staggering advances.[footnoteRef:2] As the Supreme Court of Canada remarked in the recent Spencer decision “relevant provisions [of the existing normative framework] provide little assistance in evaluating the reasonableness of the accused’s expectation of privacy”.[footnoteRef:3]. Although decided in a criminal context, the Court’s observations are indeed telling. Not only with respect to the dearth of guidance emanating from the normative framework currently in place but perhaps even more so with a simple albeit powerful recognition regarding the notion of a “reasonable expectation of privacy” itself. Privacy, the court opined “also includes the related but wider notion of control over, access to and use of information” (at para. 40 emphasis added).[footnoteRef:4]. The latter view of privacy in the digital age significantly focuses on self-actualization and individual evolution, which anonymity is said- however not without controversy- to facilitate.[footnoteRef:5].  [1:  As will be demonstrated in the following chapters. In a different context, see Daniel J Solove, “Panel VI: The Coexistence of Privacy and Security: Fourth Amendment Codification and Professor Kerr’s Misguided Call for Judicial Deference” (2005) 74 Fordham L Rev 747 at 773 observing that “many judicial misunderstandings stem from courts trying to fit new technologies into old statutory regimes built around old technologies. The problem with the statutes is that, when they try to track existing technology too closely, they become too rule-like and lose the flexibility of a standard. Basic principles get lost or forgotten in the shuffle of technicalities.”]  [2:  In an area where dearth of guidance is characteristic. See, for example, Adam Dodek, “Help Wanted: A Judicial Code of Conduct” Law Times (25 February 2008).]  [3:  R v Spencer, 2014 SCC 43, [2014] 2 SCR 212 at para 55 [Spencer].]  [4:  Reminiscent of the German approach discussed below.]  [5:  As Justice Cromwell remarks in Spencer, supra note 3 at para 48, citing JA Doherty’s reasoning in R v Ward, 2012 ONCA 660, 112 OR (3d) 321 at paras 71, 75.] 


More often than not, attempts at elucidating the nature of privacy and its affiliation to the governing framework in the justice setting specifically give rise to nebulous or conflicting guidelines at best, or silence at worse. This in turn prompts ad hoc responses in an area where predictability and stability are key. 

What then must we do? The first step of course is for courts (and justice system actors more generally) to identify the issues that technology - and particularly the Internet- raise for privacy and beyond, in order to increase understanding and allow for informed decision-making. Secondly, we must revisit, and in some cases rethink, conventional paradigms that at times fail to satisfactorily address the intricate issues raised by technological advances, in the judicial context. 

The underlying premise of what follows, it must be emphasized, is not to exclude judges from the Internet revolution, but rather to harness technology, however cautiously and thoughtfully, towards the administration of justice. Justice that is not only efficient — as the impulse or end-goal tends to be whenever technology is involved, but also mindful of the intricate competing interests that must be carefully exposed, balanced, and taken into sober account. Most importantly, that can (at least in part) be achieved by taking what are often simple yet attentive precautions aimed at avoiding the sort of inadvertent “glitches” that risk bringing justice into disrepute. A particularly regrettable example is how the Internet, broadly speaking, increasingly chills access to justice — at times prompting premature or even extorted settlement, for fear of permanent exposure of intimate or misleading personal details.

In truth, fear of the courts’ inability to protect litigants’ or witnesses’ privacy can surely dissuade participation in the justice system for society’s most vulnerable. It can ultimately frustrate access to justice in an era of infinite cyber-memory, where slip-ups are less easily remedied, as the Supreme Court of Canada has now recognized in the landmark case of A.B. v. Bragg[footnoteRef:6] and will be discussed in Chapter 3.   [6:  A.B. v Bragg Communications Inc, 2012 SCC 46, [2012] 2 SCR 567.] 


B. Why Should Courts Care?
A recurring question in this context is how might the Internet differ from past or sister mediums and why might it prompt revisiting or even re-interpreting existing rules. In the broader context, and to better situate the discussion, consider the following example incarnating what the Guardian labelled the Internet’s “law of unintended consequences” or “a memorable fight over the right to be forgotten”.[footnoteRef:7]. It involves a Spanish attorney’s battle with Google over his reputation and the arguably changing meaning of accuracy of information and freedom of expression in the digital age.  [7:  James Ball, “Costeja González and a memorable fight for the 'right to be forgotten'”, The Guardian (14 May 2014), online: <www.theguardian.com/world/blog/2014/may/14/mario-costeja-gonzalez-fight-right-forgotten>.
] 


Mario Costeja Gonzales, the man in question, was alarmed upon finding that a piece published in 1998 recounted the repossession of his home to pay off certain debts, facts which he did not wish exposed. The piece, featuring what he considered to be embarrassing financial woes, prominently surfaced among the Google results associated with his name. In effect, the mere mention of his name online, he argued, became synonymous with debt, by reason of the debt-related story appearing first and dramatically overshadowing (even overwhelming) any other presumably relevant — and more recent — information relating to his person. Accordingly, his professional persona — and indeed identity (online and therefore off) — he argued, had been forever tainted and possibly reduced to what he contends is an isolated incident,. 

This story is reminiscent of an earlier such incident, involving another Spaniard, a physician named Hugo Guidotti Russo, who over twenty-five years ago had a widely covered dispute with one of his patients over an allegedly botched breast surgery.[footnoteRef:8] He has since, the argument goes, practiced successfully. Still and again, the mere mention of his name in cyberspace (many patients’ and potential employers’ first “go to” destination) produces graphic reporting of his supposedly botched work, thus presumably dissuading all but the (rare) most dedicated and meticulous searchers, who would take pains to go beyond these headlines, from associating with the good doctor. Even if that is not the case and we concede for argument’s purpose that Dr. Russo was in fact negligent at the time, the cyber search at the very least provides a decontextualized and fragmented version of his career and professional identity, due to the hierarchical nature of search engine results, where the searches are not listed chronologically and otherwise pertinent factors are not heavily weighted.  [8:  Paul Sonne, Max Colchester, & David Roman, “Plastic Surgeon and Net's Memory Figure in Google Face-Off in Spain” The Wall Street Journal (7 March 2011), online: <www.wsj.com/articles/SB10001424052748703921504576094130793996412> [Sonne et al].] 

For our purposes and somewhat surprisingly, it was Costeja’s case (rather than the latter Rossi’s as initially expected)[footnoteRef:9] ) that was eventually decided by the European Court of Justice, leading to a significant and much-debated European ruling on online personal data — and on the so called right to be forgotten on the Internet.[footnoteRef:10] [9:  See, for example, Josh Halliday, “Europe’s Highest Court to Rule on Google Privacy Battle in Spain”, The Guardian (1 March 2011), online: <www.theguardian.com/technology/2011/mar/01/google-spain-privacy-court-case>.]  [10:   Google Spain SL, Google Inc. v Agencia Española de Protección de Datos, Mario Costeja González, C-131/12, [2014], online: Info Curia <http://curia.europa.eu/juris/document/document.jsf?text=&docid=152065&pageIndex=0&doclang=EN&mode=req&dir=&occ=first&part=1&cid=129070> [Costeja]. In Costeja, the ECJ held that by virtue of the “right to be forgotten” (as set out under article 12 of ECJ Directive), a search engine is under a duty to remove links to irrelevant and outdated information that is not in the public interest, upon individual request. 
On the “right to be forgotten” more generally, see, for example, Nathalie Mallet-Poujol “Le droit à l’oubli numérique” (Conférence en ligne) (8 February 2011), online: <www.chairelrwilson.ca/en/activities/>. See also K. Eltis  “Breaking Through the Tower of Babel: A 'Right to be Forgotten' and How Trans-systemic Thinking Can Help Re-conceptualize Privacy Harm in the Age of Analy” 22 Fordham I.P.E.L.J. (2011). ] 

[bookmark: _Ref393916199]The ruling, subsequently confirmed and possibly extended by a French court in the Shefet case[footnoteRef:11]- appears to compel search engines (most notably Google, which it deems a “data controller”)[footnoteRef:12]) to remove links to certain impugned search results at the request of individual Europeans (and potentially by others beyond Europe’s borders).[footnoteRef:13] It so held by virtue of the contentious abovementioned  “right to be forgotten”, recently enshrined in article 12 of the revised 1995 European Data Protection Directive 95/46/EC.[footnoteRef:14] This provision was long impugned by American companies and jurists alike as signaling the “biggest threat to freedom of expression on the Internet in the coming decade”.[footnoteRef:15]  Further complicating an already thorny situation which places the American construction of free expression (and U.S. Internet giants who echo that view) at odds with the predominant Continental vision of privacy is the ECJ’s failure to impart much-needed practical guidance for online erasure in Costeja. The decision therefore underscores “the right to be forgotten”’s divisive character across common law[footnoteRef:16]/civilian lines - that now extends beyond the United States.[footnoteRef:17] Thus for instance, UK Justice Minister Simon Hughes vociferously pledged to oppose the Costeja decision, which he considered tantamount to censorship[footnoteRef:18] not to mention unenforceable.[footnoteRef:19] These comments coincide with Google itself restoring a number of links that it had initially suppressed[footnoteRef:20] at the request of individual Europeans.[footnoteRef:21] It did so after first disapproving of[footnoteRef:22] and subsequently attempting to comply with Costeja,[footnoteRef:23] presumably in an effort to placate its many European detractors.  [11:  Owen Bowcott and Kim Willsher, “Google’s French arm faces daily €1,000 fines over links to defamatory article”, The Guardian (13 November 2014), online: <www.theguardian.com/media/2014/nov/13/google-french-arm-fines-right-to-be-forgotten>.]  [12:  Ibid.]  [13:  Ibid. As Bernal explains, only search results arising from a search under a particular name are removed. Neither the underlying source material itself, nor the same (contentious) search results obtained when searched for in any other way are required to be removed. See e.g. Paul Bernal, “Is Google Undermining the ‘right to be forgotten’?”, CNN Opinion (7 July 2014), online: <www.cnn.com/2014/07/07/opinion/bernal-google-undermining-privacy-ruling/>.]  [14:  EC, Directive 95/46/EC of the European Parliament and of the Council of 24 October 1995 on the protection of individuals with regard to the processing of personal data and on the free movement of such data, [1995] OJ, L 281/ 31. See generally the address of Nathalie Mallet-Poujol to the Université de Montréal 8 February 2011, “Le droit à l'oubli numérique” [The Right to Digital Oblivion], online: Chaire L.R. Wilson <www.chairelrwilson.ca/videos/conf_droit_oubli.mp4>, (arguing the need for “a right to be forgotten” in the context of the age of blogging and social networking, and ways of ensuring such a right); see also Natasha Singer, “Just Give Me the Right to Be Forgotten”, The New York Times (21 August 2011) BU3, online: <www.nytimes.com/2011/08/21/business/in-personal-data-a-fight-for-the-right-to-be-forgotten.html?_r=0>.]  [15:  See Jeffrey Rosen, “The Right to be Forgotten” (2012) 64 Stan L Rev 88, online: <www.stanfordlawreview.org/online/privacy-paradox/right-to-be-forgotten>. Many American scholars view as this topic as the biggest threat to free speech on the Internet in the coming decade. ]  [16:  Primarily Anglo-Saxon.]  [17:  Sonne et al, supra note 8.]  [18:  “We have criticized the government of China… for closing down people’s right to information. There are other countries with strict information access. It is not a good position for the EU to be in to look as if it is countenancing restrictions in the access of the citizen to access to information because it could be a very bad precedent”. Stuart Lauchlan, “Britain pledges to fight Europe’s Right to be Forgotten bad law” diginomica (10 July 2014), online: <http://diginomica.com/2014/07/10/britain-pledges-fight-europes-forgotten-bad-law/>.]  [19:  Hughes said: 
If politicians think they can delete findings about their expenses, that’s not going to happen. If people think they can delete their criminal history, it won’t occur. It looks to me as if it may be an unmanageable task. It will be a phenomenal task. It’s not technically possible to remove all traces of data loaded on to the internet from other sources. You can’t exercise the right to be forgotten. The information system could not be made to do it, 
Owen Bowcott, “EU ‘right to be forgotten’ law unenforceable, says justice minister”, The Guardian (9 July 2014), online: 
<www.theguardian.com/technology/2014/jul/09/eu-right-to-be-forgotten-law-unenforceable-justice-minister-simon-hughes>.]  [20:  See e.g. “Google restores links to some media articles it erased”, CBC News (4 July 2014), online: <www.cbc.ca/news/business/google-restores-links-to-some-media-articles-it-erased-1.2696245>.]  [21:  These may be as pedestrian as some unhappy with online reports of a couple having sex on a train, a soccer referee’s dismissal or French office workers making post-it art, inter alia.]  [22:  Rhiannon Williams, “Eric Schmidt: ECJ struck wrong balance over right to be forgotten”, The Telegraph (15 May 2014), online: <www.telegraph.co.uk/technology/google/10833257/Eric-Schmidt-ECJ-struck-wrong-balance-over-right-to-be-forgotten.html>.]  [23:  Google did so by releasing a web form (available online: <https://support.google.com/legal/contact/lr_eudpa?product=websearch>) to be filled out by Europeans invoking said right. It promised that it would “assess each individual request and attempt to balance the privacy rights of the individual with the public’s right to know and distribute information.” See “Google Responds Promptly to ECJ Ruling on ‘Right to be Forgotten’”, Future of Privacy Forum (30 May 2014), online: <www.futureofprivacy.org/2014/05/30/google-responds-promptly-to-ecj-ruling-on-right-to-be-forgotten/>. Google further established a panel of experts to aid in the process.] 


Telling for our purposes are Google’s Peter Barron’s comments to BBC News that the company is  “learning as we go”.[footnoteRef:24] For not only are Google and other such private entities incomprehensibly saddled with the gargantuan task of determining how to “balance the need for transparency with the need to protect people's identities”[footnoteRef:25] - a highly delicate and divisive assignment normally exclusively reserved for courts (especially constitutional courts), or policy makers. But in the absence of much-needed interpretive guidelines, the said “data controller” seems to have understandably, however lamentably, resorted to an ad hoc approach. Cryptically, the court in Costejo instructed Google to suppress links that are “inadequate, irrelevant or no longer relevant” and said little else other than that Google was to take the “public interest” - a fluid concept subject to differential interpretation in the US and Europe respectively -  into account”.[footnoteRef:26] As one online reputation management (ORM) firm executive remarked in reference to Google’s replies to individual requests “to be forgotten”: “no one really knows what the criteria is … So far, we’re getting a lot of noes... It’s a complete no man’s land.”[footnoteRef:27] This is so despite Google’s legal counsel’s diligent attempt to outline the company’s underlying thinking on this point.[footnoteRef:28] But transparency and accountability are notoriously difficult to cultivate when balancing between what are delicate constitutional values that judges themselves struggle with in most democracies. Indeed, such balancing draws passionate censure and denunciation when performed by seasoned high court judges[footnoteRef:29] with constitutional authority, a fortiori when this highly sensitive exercise is performed or attempted by inexperienced and reticent corporate actors, who are presumably lacking the requisite experience and legitimacy for deciding such matters in lieu of courts.  [24:  David Lee, “Google Reinstates ‘Forgotten’ Links After Pressure”, BBC News (July 4 2014), online: <www.bbc.com/news/technology-28157607>.]  [25:  Ibid.]  [26:  At least to our knowledge (which itself begs the question of transparency and accountability) beyond the much-cited criteria of “inadequate”, “irrelevant” or “no longer relevant”, nothing else was proffered by the court by way of guidance.]  [27:  Mr. Wadsworth of the U.K. ORM firm Igniyte, referring to the ECJ’s recent decision. Mark Scott, “European Companies See Opportunity in the ‘Right to Be Forgotten’, The New York Times (8 July 2014), online: <www.nytimes.com/2014/07/09/technology/european-companies-see-opportunity-in-the-right-to-be-forgotten.html?_r=0)>.]  [28:  See e.g. inter alia: Brice Dickson, Judicial Activism in Common Law Supreme Courts (Oxford: Oxford University Press, 2009). Google’s Chief Legal Officer said to The Guardian:
When it comes to determining what's in the public interest, we're taking into account a number of factors. These include whether the information relates to a politician, celebrity or other public figure; if the material comes from a reputable news source, and how recent it is; whether it involves political speech; questions of professional conduct that might be relevant to consumers; the involvement of criminal convictions that are not yet "spent"; and if the information is being published by a government. But these will always be difficult and debatable judgments.
David Drummond, “We need to talk about the right to be forgotten”, The Guardian (10 July 2014), online: <www.theguardian.com/commentisfree/2014/jul/10/right-to-be-forgotten-european-ruling-google-debate>.]  [29:  That is, cries of judicial activism. See e.g. Kermit Roosevelt III, The Myth of Judicial Activism (New Haven, CT: Yale University Press, 2006), online: <http://yalepress.yale.edu/yupbooks/book.asp?isbn=0300114680> and <www.e-elgar.co.uk/bookentry_main.lasso?id=14677> inter alia. See also Mark Dawson et al, eds, Judicial Activism at the European Court of Justice (Cheltenham, UK: Elgar Publishing, 2013).] 


[bookmark: _Ref394038832]In a word therefore, Costeja, which Jonathan Zittrain aptly labels a “bad solution to a very real problem”,[footnoteRef:30] may inadvertantlyinadvertently and ironically have the effect of appointing (chiefly American) ‘data controllers’ as unwitting private censors; arbiters of the European public interest. What is more, the decision may be deemed a culmination of the growing divergence between Anglo-Saxon and continental approaches to privacy[footnoteRef:31] significantly extending beyond the United States, to the United Kingdom. In effect, as previously noted, the UK appears to be joining ranks with the United States in rejecting the ‘right to be forgotten’, at least as set out by the ECJ.   [30:  Jonathan Zittrain, “Don’t Force Google to Forget”, The New York Times (14 May 2014), online: <www.nytimes.com/2014/05/15/opinion/dont-force-google-to-forget.html>. See also: David Streitfeld, “European Court Lets Users Erase Records on Web”, The New York Times (13 May 2014), online: <www.nytimes.com/2014/05/14/technology/google-should-erase-web-links-to-some-personal-data-europes-highest-court-says.html?_r=0>.  ]  [31:  This divergence is broader than the previously framed US/EU dichotomy. For a discussion of the narrower US/EU dichotomy see See Jeffrey Rosen, “Continental Divide”, Article Review of “The Two Western Cultures of Privacy” by James Whitman, Legal Affairs (September / October 2004) at 49:
When Europeans think about privacy, they are most concerned about personal dignity and the right to control one's public image, a right threatened primarily by the mass media, the Internet, and commercial data warehouses. By contrast, American conceptions of privacy are focused on personal liberty and the right to be free from state surveillance, a right threatened primarily by government intrusions into the home.] 


It further reflects internal normative contraditionscontradictions within the continental tradition and emphasizes the urgency of re-conceptualizing digital privacy in a more transsystemically[footnoteRef:32] viable fashion in Europe and beyond. [32:  Defined as the “ability to identify points of interface between [legal] systems” and harness them towards effective policy-making and the creation of interoperable definitions of foundational concepts. Transsystemia is a concept articulated by the McGill Faculty of Law in Montreal, Canada to explain its “transystemic legal education.” This is a unique model based on the notion of the world of borderless human interactions in which we live in today. For a further explanation of transsytemia and the need for a cosmopolitan understanding of the law, see “Transsystemic Legal Education”, Paul-André Crépeau Centre of Private and Comparative Law, online: <www.mcgill.ca/centre-crepeau/transsystemic>. The term “transsytemia” was coined by the McGill Faculty of Law. See Lysanne Larose, “Transsystemic Legal Education”, McGill Law: Quebec Research Centre of Private & Comparative Law, online: McGill University <http://archive.today/kPFRw>.] 


For, as noted, online, eternally enshrined falsehoods or inadvertent distortions, boasting the aura of accuracy, are not easily remedied by truths. The difficulty of proving an otherwise irrefutable fact online was somewhat amusingly illustrated by a piece in The New York Times by Zick Rubin, aptly titled “How the Internet Tried to Kill Me.”[footnoteRef:33] Rubin proceeds to chronicle his painful struggle with search engines and numerous fruitless attempts to prove that he was still alive, after a clerical error had him listed as deceased (rather than having merely changed professions!).[footnoteRef:34] [33: Zick Rubin “How the Internet Tried to Kill Me” The New York Times (12 March 2011), online: <www.nytimes.com/2011/03/13/opinion/13rubin.html?_r=2> [Rubin].]  [34: Ibid. 
“When I Googled myself last month, I was alarmed to find the following item, from a Wikia.com site on psychology, ranked fourth among the results: 

“Zick Rubin (1944–1997) was an American social psychologist.” 
This was a little disconcerting. I really was born in 1944 and I really was an American social psychologist. Before I entered law school in midlife, I was a professor of psychology at Harvard and Brandeis and had written books in the field. But, to the very best of my knowledge, I wasn’t dead . . . . When I complained to Wikia.com, I got a prompt and friendly reply from its co-founder, Angela Beesley, sending me her “kind regards” and telling me that she had corrected the article. But when I checked a week later, the “1944–1997” had returned. So I e-mailed her again (subject line: “inaccurate report that I am dead”), and got the following explanation: 
“My change to the page was reverted on the grounds that the info included in this article was sourced from Reber and Reber’s the Dictionary of Psychology, third edition, 2001. Is it possible the page is talking about a different Zick Rubin? The article is about a social psychologist.” 

I didn’t doubt that the Dictionary of Psychology was a highly authoritative source, and yet I persisted in wondering why Reber — or, for that matter, Reber — would know more than I would about whether I was alive or dead.”
] 


Another man had to seek police protection after being chased by an angry mob following false accusations on Facebook, labelling him a killer and rapist:[footnoteRef:35]: [35:  John Brownlee, “Innocent Man Dodges Facebook Mob After False Accusations of Being a Serial Murderer/Rapist” Geek (23 December 2010), online: <www.geek.com/articles/news/innocent-man-dodges-facebook-mob-after-being-wrongly-accused-of-being-serial-murdererrapist-20101223/>.] 

23-year old Triz Jefferies is just a normal guy from Philadelphia, but he must have angered a pretty malevolent person, because someone decided to post his name and photo on a Facebook page dedicated to finding the so-called Kensington Strangler, a serial rapist and killer. As a direct result of that post, a large group of angry citizens began sending text messages and posting flyers up, reposting the claim that Jefferies was the perp behind at least three murders and several sexual assaults.
Jefferies himself, though, didn’t realize how serious the accusations had become until an angry mob gathered around his house, ready to lynch. Terrified, Jefferies called the police, who came over and submitted Jefferies to a DNA test, which found him innocent of any of the murders or rapes. 
Police Commissioner Charles Ramsey reiterated the man’s innocence at a press conference. ‘He is not a suspect, he is not connected with this,’ Ramsey said. 
The whole ordeal is hardly over for Jefferies, though: Facebook messages and flyers are still flying about that continue to accuse Jefferies of the crimes. It’s very possible another mob will gather around his house before this is all over.[footnoteRef:36] [36:  Ibid. See also Jessica Hopper, “Wrong Man Shown in Wanted Photo for Philadelphia ‘Kensington Strangler’”, ABC News (21 December 2010), online: <http://abcnews.go.com/US/man-wrongly-accused-kensington-strangler-photo-address-facebook/story?id=12449507>.] 


More concretely, aAn appeals Court (District Court as its known) in  Tel-Aviv, Israel, just held that search engines (in that case Google) are compelled to remove (de-index links to) search results that are “clearly defaming” when the third party posting the material refuses to or is unable to do so.[footnoteRef:37].  [37:  CA 44711-11-14 (Tel Aviv District Court), Adv Savir v Bar Noi (2014), online: Hebrew <www.nevo.co.il/psika_html/mechozi/ME-14-11-44711-4.htm>.] 

Of course, as many jurists are painfully aware, courts tend to employ terms the likes of “clearly” when matters are anything but.

The decision arose in the context of an attorney, Ami Savir, , who represented another attorney, defending another attorney against disciplinary proceedings before the Bar Association’s disciplinary board. The Court convicted the attorney of misconduct (on several counts) and published its decision on its website court.org.il. By some unfortunate algorithian mishap, Attorney Savir’s own name – rather than his client’s – began to appear under the headline ““Iis an attorney convicted in five different affairs”.” when Google searches were performed under his name.[footnoteRef:38] It is not a question of removal that is here primarily involved, although that may appear to be the case at first glance. Instead and as Chapter 3 discusses in detail, this incident and the Court’s noble but murky attempts to contain or mitigate the significant reputational damage that ensued (on the heels of the much-debated Costeja decision) speaks to the practical importance of recreating some of the ‘bricks and mortar’ safeguards historically associated with court documents, rather than indiscriminately posting online. If nothing else, and as outlined in Chapter 3, this can serve as a first line of defence against the ills subsequently requiring a somewhat messy clean up in the Savir case inter alia. [38:  See Haim Reviva, “Israeli District Court: Google Must Remove Defaming Search Results”, (5 July 2015), law.co.il (blog), online: <www.law.co.il/en/news/israeli_internet_law_update/2015/07/05/israel-court-forces-google-to-remove-defaming-search-results/?year=2014&month=8>.] 


Less dramatically, but no less significantly, businesses face similar difficulties, particularly in terms of the decontextualized and fragmented nature of information online, as illustrated by a popular restaurant’s fate on a commonly visited review site. While the first and most prominent review of New York City’s Tapeo 29 is quite dreadful and might discourage future patrons from visiting this establishment, a closer look reveals all subsequent reviews (unfortunately appearing beneath the first and requiring greater effort on the part of future diners) to be excellent.[footnoteRef:39] [39:  “Tapeo 29”, Yelp, online: <www.yelp.com/biz/tapeo-29-new-york>. The negative review which appeared first has been removed or moved since website was last visited. For additional examples see: Clair Cain Miller, “The Review Site Yelp Draws Some Outcries of Its Own”, The New York Times (2 March 2009), online: 
<www.nytimes.com/2009/03/03/technology/start-ups/03yelp.html?_r=1>.] 


Plainly put, in an Internet of infinite memory, where our “portraits” are amateurishly assembled in an online aggregator, many of us have quite possibly and irrefutably lost control over our identity and how we are perceived (and in one dramatic case, whether or not we even exist![footnoteRef:40]).  [40:  Rubin, supra note 33. ] 


A fortiori in the context of cyber intimidation (commonly and more narrowly referred to as ‘revenge porn’) which although beyond the scope of this envdeavor is worthy of mention as an area which, perhaps due to its particular gravity and vile impact on women, and perhaps even by reason of the American understanding of pornography as generally  exceeding the bounds of otherwise robustly protected speech,  has garnered some degree of rare consensus as worthy of suppression, as illustrated by Google’s recent policy on point.[footnoteRef:41]. [41:  Carrie Goldberg, “The IRL Impact of Google's New "Revenge Porn" Policy”, Cyber Civil Rights Initiative (blog) (23 June 2015), online: <www.cybercivilrights.org/irl_google>.] 


C. Evolving Visions of Privacy
The problem of digital privacy as it concerns justice broadly speaking is foremost a conceptual one. The very notion of privacy in the cyber age is  misconstruedis misconstrued and misunderstood. 

In the context of the information age, the “reasonable expectation” standard, so prevalent in the Anglo-American conception of privacy, is falling into rapid desuetude. Not only does the standard appear to inadequately respond to contemporary circumstance, but it tends to reinforce social tolerance of intrusions once deemed unreasonable. 

Paradoxically, the more we are watched, the less privacy we expect and the more we expect to be watched. The less we are bothered, the more we expect others to share in our complacency. Therefore, if privacy continues to be defined by reference to reasonable expectations and seclusion, technological imperatives necessarily dictate that the sphere in which one can reasonably claim solitude will contract.[footnoteRef:42]\ [42:  More generally on point, see Karen Eltis, “Can the Reasonable Person Still Be 'Highly Offended'? An Invitation to Consider the Civil Law Tradition’s Personality Rights-Based Approach to Tort Privacy”, (2008). 5:1-2 University of Ottawa Law & Technology Journal 199, online: SSRN <http://ssrn.com/abstract=2034533>. ] 


Perhaps this is why Civilian (Continental) and other jurisdictions in Asia for instance[footnoteRef:43] are shifting towards a “legitimate” rather than “reasonable” expectation model, focusing on the harm occasioned when legitimate expectations of privacy are infringed.[footnoteRef:44] [43:  As evidenced by the progressive “APEC Privacy Framework”, Asia-Pacific Economic Cooperation (2005), online: www.apec.org/Groups/Committee-on-Trade-and-Investment/~/media/Files/Groups/ECSG/05_ecsg_privacyframewk.ashx [APAC Privacy Framework”..]  [44:  See APEC Privacy Framework, ibid.] 


Moreover, as I have argued elsewhere,[footnoteRef:45] privacy today is not about wanting to be hidden from view, as many, particularly of the younger generation, reject seclusion and take pains to be exposed (be it via social networking, YouTube videos, or Twitter). It is not that we do not wish to be known or seen but rather that we expect to be seen as we portray ourselves when we set out to bare our identities online. [45:  See Karen Eltis, Breaking Through the "Tower of Babel": A “Right to be Forgotten" and How Trans-Systemic Thinking Can Help Re-Conceptualize Privacy Harm in the Age of Analytics, (2011) 22 Fordham IP Media & Ent LJ 69, 
online: <http://ir.lawnet.fordham.edu/iplj/vol22/iss1/3>. ] 


Plainly put, where the idea is to share personal information, in the cyber — as in the “real” — world, the intention is not surprisingly to expose what one considers an accurate rendering of oneself  (whether it is in truth precise or not). Or perhaps more cynically, to preserve and control our ability to (mis)represent ourselves to the world.[footnoteRef:46]   [46:  Garrett Lynch, “Yoshikaze ‘Up-in-the-air’ Second Life Residency” (12 Feb 2011), online: asquare <www.asquare.org/works/yoshikaze-up-in-the-air-second-life-residency>.] 


In most cases, people do not fear revealing (even very) personal information, only its — often irreparable — distortion and deformation.[footnoteRef:47] [47:  Sarah Lyall, “For $1,000, Site Lets Celebrities Say It Ain’t So” The New York Times (27 March 2011), online: <www.nytimes.com/2011/03/28/world/europe/28icorrect.html?_r=2>.] 


That is certainly not to say that individuals no longer desire privacy. They simply want a form of privacy that translates as dignity or “informational self determination” (to quote the German High Court) rather than spatial seclusion.[footnoteRef:48] [48:  1 BvR 209, 269, 362, 420, 440, 484/83.] 

In other words, instead of isolation (or “aloneness”), people covet and in fact require what sociologist Erving Goffman labelled “impression management.”[footnoteRef:49] According to Goffman, most people (litigants, judges and future judges included) deploy significant efforts to control or manage their identity (or the perception thereof) through what he called  “presentation of self.” Offline that is achieved by way of personal style, dress, body language and “the revealing and withholding of personal information to convey to the world who they are, or who they want to be taken to be.”[footnoteRef:50] [49:  Erving Goffman, Stigma: Notes On the Management of Spoiled Identity (New York: Simon & Schuster, 1963) at 130 [Goffman].]  [50:  Adam Cohen, “One Friend Facebook Hasn’t Made Yet: Privacy Rights”, The New York Times (18 February 2008), online: <www.nytimes.com/2008/02/18/opinion/18mon4.html>:
Goffman argued that people spend much of their lives managing their identity through “presentation of self.” Offline, people use clothing, facial expressions, and the revealing and withholding of personal information to convey to the world who they are, or who they want to be taken to be.
. . .
It's more complicated online. Social networking sites like Facebook and MySpace create identities for people and disseminate information about them to large numbers of people.] 

As Goffman explains, “[t]he physicality of the offline world provides built-in protections. When people talk to a group of friends, they can look around to see who is listening. When they buy a book or rent a video, if they pay in cash, no record is made connecting them to the transaction.”[footnoteRef:51] [51:  Ibid.] 

Not so in cyberspace. Accuracy, especially that relating to identity, is significantly contextual in a fragmented, inherently decontextualized networked environment. There even otherwise exact information can easily convey a most misleading impression, depending on algorithm results (take, for instance, the above-mentioned supposedly defunct psychologist in The New York Times) or even maliciously stage-managed, otherwise “accurate” data. So too can time-tested truths be presented alongside and on par with blatant falsehoods to the point of indistinguishability.[footnoteRef:52] [52:  See, for example, Anthony Lewis, “Digital Age: When Should the First Amendment Lose?” (18 May 2008), online: Youtube <www.youtube.com/watch?v=RxHExkcWKFo>.] 


The end result might well be to bring individuals into disrepute — not for a finite period or in a manner that might be corrected with reasonable effort, given the Internet’s infinite memory. Worse yet, an unassailable version of one’s identity, entirely incompatible with one’s one truth (or perhaps even “the truth”), might emerge and become entrenched as public record, upon which future thought is built. What Goffman calls “virtual versus actual identity.”[footnoteRef:53] An individual might thus, in Goffman’s words (discussing stigma more generally), be “reduced in our minds from a whole and usual person to a tainted discounted one.”[footnoteRef:54]  [53:  Goffman, supra note 49 at 2.]  [54:  Ibid.] 


What is more, identity, which Michel Foucault of course presented as a flexible construct, is no longer (or certainly less) malleable, as we become trapped in our deeds or even self-presentation of years past (what The New York Times Magazine labelled “the end of forgetting” ).[footnoteRef:55]). The capacity to reinvent oneself is therefore presumably either lost or severely compromised. Identity and its potential evolution is frozen in time, decontextualized, or in Goffman’s parlance “spoiled.”[footnoteRef:56] [55:  Jeffrey Rosen, “The Web Means the End of Forgetting”, The New York Times Magazine (21 July 2010), online: <www.nytimes.com/2010/07/25/magazine/25privacy-t2.html>.]  [56:  Goffman, supra note 49.] 


How, for our purposes, does this affect the courts?

D. Perception of Justice/Access to Justice

A fortiori is the above-exposed difficulty germane to the justice system as a whole, as these pages endeavor to illustrate. First, justice rests on perception. Judges’ power and legitimacy are both anchored in the public’s trust and in its reading of and faith in judges’ ability to decide impartially and independently. Institutional independence too is a function of the perception of a reasonable and informed person. In the Internet age, that perception in turn depends, increasingly and at least in part, on the product of cyber searches, concerning the courts generally and the judges individually, as shall be discussed. 

Second, in systems based on the rule of stare decisis such as the common law,[footnoteRef:57] the precision of information upon which caselaw — and ultimately the law itself in a broader sense — is predicated, finds itself challenged by a myriad of cyber information of questionable accuracy, tendered as evidence or reaped online by the judges themselves.  [57:  Primarily common law systems, but increasingly hybrid systems such as Quebec or Israel, and even the purely Civilian.] 


Third, the court’s authority and its very integrity risks being compromised, foremost by the loss of control over its records and even by jurors defying its orders with regards to outside communication. Fourth, but far from finally, the cardinal value of access to the courts is similarly at issue and potentially jeopardized, with potential litigants, witnesses, and other participants in the justice system fearing both undue and everlasting exposure of their most intimate details or even threats with off-line ramifications. Clearly these preoccupations preceded the Internet, but they are significantly exacerbated as Internet usage increases. 

The fear of having personal details exposed via court records online is particularly salient — although not limited to — the immigration context, where an increasing number of refugees are deterred from applying, fearing retribution in their country of origin should their claim be rejected and the underlying reason for their application (such as political persecution, sexual orientation) be revealed.[footnoteRef:58] This is especially true in the US, where the E-Government Act of 2002 requires courts to make available all written opinions on their websites.[footnoteRef:59] [58:  Lyall, supra note 47. See also Adam Wagner, “Gay Refugees Cannot Be Sent Home and Told To Hide Their Sexuality”, UK Human Rights Blog (blog), online: <http://ukhumanrightsblog.com/2010/07/08/gay-refugees-cannot-be-sent-home-and-told-to-hide-their-sexuality/>.]  [59:  Conversation with Professor Arthur Leonard regarding attorney’s request to redact the names of unsuccessful gay applicants for asylum who are subsequently “outed” and severely persecuted in their home countries.] 


Canadian site CanLii, which publishes court decisions, fell prey to a Romanian blackmailing site, notwithstanding the precaution it takes to deindex said decisions. The Romanian site, as documented by the Globe and Mail and discussed in Chapter 3, would expose litigant’s personal information, offering to scrub out these often delicate details in exchange for 200$CAD per litigant.[footnoteRef:60]. [60:  See Christine Dobby, “Canadians upset with Romanian website that exposes court case details”, The Globe and Mail (4 January 2014), online: <www.theglobeandmail.com/report-on-business/industry-news/the-law-page/canadians-upset-over-romanian-website-that-exposes-court-case-details/article22284367/>.] 


What must we do?
Mindful of the above, and in an effort to provide some much-needed guidance to judges, litigants, and their attorneys, the following pages draw attention to the relevant practical, legal, and ethical issues. This book further endeavours to extract lessons from the developing issues surveyed. It does so with an eye towards ultimately fostering a more “principled application” of new technologies, in a manner that allows innovation to advance litigant privacy, judicial dignity and foster respect and integrity of the court system.  

In particular, the book dwells on issues such as proper judicial use of Internet sources, judicial ethics and social networking, electronic court records and anonymization techniques, control of the courtroom and jurors’ use of new technologies as well as the Internet’s impact on judicial appointments and the diversity of the judiciary.

